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To mould true citizens who are millennium leaders and catalysts of change through excellence in 
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 MISSION OF THE INSTITUTION  

NCERC is committed to transform itself into a center of excellence in Learning and Research in 
Engineering and Frontier Technology and to impart quality education to mould technically competent 
citizens with moral integrity, social commitment and ethical values. 
  

We intend to facilitate our students to assimilate the latest technological know-how and to imbibe 
discipline, culture and spiritually, and to mould them in to technological giants, dedicated research 
scientists and intellectual leaders of the country who can spread the beams of light and happiness among 
the poor and the underprivileged. 
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ABOUT DEPARTMENT 

⧫ Established in: 2002 

⧫ Course offered  :  B.Tech in Computer Science and Engineering 

M.Tech in Computer Science and Engineering 

M.Tech in Cyber Security 

⧫ Approved by AICTE New Delhi and Accredited by NAAC 

⧫ Affiliated to the University of Dr. A P J Abdul Kalam Technological University.  

 

DEPARTMENT VISION 

Producing  Highly  Competent, Innovative and Ethical Computer Science and Engineering Professionals 

to facilitate continuous technological advancement. 

 

DEPARTMENT MISSION 

1. To Impart Quality Education by creative Teaching Learning Process  

2. To Promote cutting-edge Research and Development Process to solve real world problems with 

emerging technologies.  

3. To Inculcate Entrepreneurship Skills among Students.  

4. To cultivate Moral and Ethical Values in their Profession.  

 

PROGRAMME EDUCATIONAL OBJECTIVES 

PEO1: Graduates will be able to Work and Contribute in the domains of Computer Science and Engineering 

through lifelong learning. 
PEO2: Graduates will be able to Analyse, design and development of novel Software Packages, Web 

Services, System Tools and Components as per needs and specifications. 

PEO3: Graduates will be able to demonstrate their ability to adapt to a rapidly changing environment by 

learning and applying new technologies. 

PEO4: Graduates will be able to adopt ethical attitudes, exhibit effective communication skills, 

Teamworkand leadership qualities. 

 

 

Free Hand
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PROGRAM OUTCOMES (POS) 

Engineering Graduates will be able to: 

1. Engineering knowledge: Apply the knowledge of mathematics, science, engineering 
fundamentals, and an engineering specialization to the solution of complex engineering 
problems. 

2. Problem analysis: Identify, formulate, review research literature, and analyze complex 
engineering problems reaching substantiated conclusions using first principles of mathematics , 
natural sciences, and engineering sciences. 

3. Design/development of solutions: Design solutions for complex engineering problems and 
design system components or processes that meet the specified needs with appropriate 
consideration for the public health and safety, and the cultural, societal, and environmental 

considerations. 

4. Conduct investigations of complex problems: Use research-based knowledge and research 
methods including design of experiments, analysis and interpretation of data, and synthesis of 

the information to provide valid conclusions. 

5. Modern tool usage: Create, select, and apply appropriate techniques, resources, and modern 
engineering and IT tools including prediction and modeling to complex engineering activities 

with an understanding of the limitations. 

6. The engineer and society: Apply reasoning informed by the contextual knowledge to assess 
societal, health, safety, legal and cultural issues and the consequent responsibilities relevant to 

the professional engineering practice. 

7. Environment and sustainability: Understand the impact of the professional engineering 
solutions in societal and environmental contexts, and demonstrate the knowledge of, and need 

for sustainable development. 

8. Ethics: Apply ethical principles and commit to professional ethics and responsibilities and 
norms of the engineering practice. 

9. Individual and team work: Function effectively as an individual, and as a member or leader 

in diverse teams, and in multidisciplinary settings. 

10. Communication: Communicate effectively on complex engineering activities with the 
engineering community and with society at large, such as, being able to comprehend and write 
effective reports and design documentation, make effective presentations, and give and receive 
clear instructions. 

11. Project management and finance: Demonstrate knowledge and understanding of the 
engineering and management principles and apply these to one’s own work, as a member and 

leader in a team, to manage projects and in multidisciplinary environments.  
12. Life-long learning: Recognize the need for, and have the preparation and ability to engage in 

independent and life-long learning in the broadest context of technological change.  

PROGRAM SPECIFIC OUTCOMES (PSO) 

PSO1: Ability to Formulate and Simulate Innovative Ideas to provide software solutions for Real-

time Problems and to investigate for its future scope. 
 

PSO2: Ability to learn and apply various methodologies for facilitating development of high quality 

System Software Tools and Efficient Web Design Models with a focus on performance 
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optimization. 
 

PSO3: Ability to inculcate the Knowledge for developing Codes and integrating hardware/software 

products in the domains of Big Data Analytics, Web Applications and Mobile Apps to create 

innovative career path and for the socially relevant issues. 

 

COURSE OUTCOMES 

 

CO1 To understand various learning approaches and to learn the concepts of supervised learning 

CO2 To acquire knowledge about various dimensionality reduction techniques.  

CO3 To learn about various performance measures and to apply various techniques like Bayesian 
classification used in machine learning. 

CO4  To apply theoretical concepts of decision trees to find best split and to understand the 
concepts of artificial neural networks 

CO5 To Enumerate the concepts of classifier models like SVM and HMM 

CO6 To understand different clustering algorithms and applying it in real world problems.  

 

MAPPING OF COURSE OUTCOMES WITH PROGRAM OUTCOMES 

 

 

Note: H-Highly correlated=3, M-Medium correlated=2, L-Less correlated=1 

 

 

 PO 

1 

PO 

2 

PO 

3 

PO 

4 

PO 

5 

PO 

6 

PO 

7 

PO 

8 

PO 

9 

PO 

10 

PO 

11 

PO 

12 

CO1 3  3 3 3        

CO2 3 3 3 3 2        

CO3 3 2 3 3 3        

CO4 3 2 3 3 3        

CO5 3  3 3 3        

CO6 3 2 3 3 3        
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MAPPING OF COURSE OUTCOMES WITH PROGRAM SPECIFIC OUTCOMES 
 

 

 

 

 

 

 

 

 

 

 

SYLLABUS 

 

 PSO1 PSO2 PSO3 

CO1  3 3 3 

CO2  3 3 

CO3 2 3 3 

CO4 3 3 3 

CO5 2 2  

CO6 3 3 3 
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QUESTION BANK 

 

 

MODULE I 

 

Q:NO: 

 

QUESTIONS 

 

CO 

 

KL 

1 List out the various applications of machine learning CO1 K2 

2 Discuss about classification and regression CO1 K2 

3 Discuss about reinforcement learning CO1 K2 

4 Define machine learning and list out its main 

components 
CO1 K2 

5 Differentiate between Supervised learning & 

unsupervised learning 
CO1 K4 

6 Explain the concept of VC dimension CO1 K2 

7 Illustrate with a diagram the concept of supervised 

learning 
CO1 K4 

8 Explain about hypothesis space & version space CO1 K2 

9 Write a note on association techniques used in learning CO1 K2 

10 Define feature and input representation. CO1 K2 
11 List out different types of data. CO1 K2 

12 An open interval in R is defined as (a, b) = {x € R, a < x 

< b}. a and b are two parameters. Show that the set of 

all open intervals has a VC dimension of 2. 

CO1 K6 

 

MODULE II 

1 Define Noise. CO2 K2 

2 What are the reasons for noise and its effects on data? CO2 K4 

3 Write a note on dimensionality reduction technique CO2 K2 

4 List out advantages of using simple model. CO2 K2 

5 Describe the backward selection algorithm in detail CO2 K2 

6 Describe the forward selection algorithm in detail CO2 K2 

7 Write a note on a) True error b) Size of concept c) MSE CO2 K2 

8 Elaborate about PCA in detail CO2 K4 

9 Write a note on generalization in detail CO2 K2 

10 Write a note on PAC learning technique CO2 K2 

11 How multiple classes are classified in Machine learning CO2 K2 

12 Describe about subset selection method CO2 K2 
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13 Write a note on model selection CO2 K2 

 

 

MODULE III 

1 Discuss about k-fold cross validation method CO3 K2 

2 How bootstrapping can be used in machine learning CO3 K3 

3 Discuss about performance metrics in classifiers CO3 K2 

4 Define the term precision, recall and specificity CO3 K2 

5 Explain the use of ROC curve in machine learning CO3 K2 

6 Discuss about different regression models CO3 K2 

7 Discuss about ROC in detail CO3 K2 

8 State Bayes theorem CO3 K2 

9 How maximum likelihood is estimated in machine 

learning 

CO3 K3 

10 Discuss about different density functions CO3 K2 

 

 

MODULE IV 

1 Define Gini index, Gini split index and gain ratio CO4 K2 

2 Define entropy with the help of a example CO4 K2 

3 Elaborate about the ID3 Decision tree algorithm CO4 K4 

4 Define CART algorithm and terms CO4 K2 

5 Describe about issues in decision learning? Specify the 

steps to avoid it 

CO4 K2 

6 Discuss about three different activation functions CO4 K2 

7 Illustrate with diagram, the Perceptron concept in neural 

networks 

CO4 K5 

8 Represent x1 AND x2 using perceptron CO4 K6 

9 Discuss about different activation functions CO4 K2 

10 Analyze the backpropagation concept used in neural 

networks 

CO4 K4 



CSE DEPARTMENT, NCERC PAMPADY  
 

 

MODULE V 

1 Write a note on support vector machine CO5 K2 

2 Discuss about soft margin and optimal separating 

hyperplane 
CO5 K2 

3 Describe about the hidden Markov model CO5 K2 

4  Elaborate about 3 problems in HMM CO5 K4 

5 Write a note on kernel functions CO5 K2 

6 Differentiate between bagging and boosting CO5 K4 

7 Discuss about voting method. CO5 K2 

8 List out the various kernel functions used. CO5 K2 

9 What is the use of stack variable in soft margin 

hyperplane? 
CO5 K2 

10 Define Margin and support vector CO5 K2 

 

MODULE VI 

1 Write a note on K-means clustering algorithm. CO6 K2 

2 Discuss about expectation maximization algorithm. CO6 K2 

3 Differentiate between hierarchical and density-based 

clustering 
CO6 K4 

4 Point out various distance measures used in clustering CO6 K3 

5 Elaborate about divisive clustering CO6 K4 

6 Write a note on agglomerative clustering CO6 K2 

7 Illustrate the concept of dendrogram construction using 

complete linkage method. 
CO6 K5 

8 Illustrate the concept of dendrogram construction using 

single linkage method. 

CO6 K5 

9 Discuss about DBSCAN algorithm CO6 K2 

10 Write a note on DIANA algorithm CO6 K2 
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APPENDIX 1 

 

CONTENT BEYOND THE SYLLABUS 

S:NO; TOPIC 

1 Ensemble Learning 

2 Expert Systems 
 

MODULE NOTES 
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CONTENT BEYOND SYLLABUS 

 

Ensemble Learning 

Definition 

 

Ensemble learning is a machine learning paradigm where multiple learners are trained to 

solve the same problem. In contrast to ordinary machine learning approaches which try to 

learn one hypothesis from training data, ensemble methods try to construct a set of 

hypotheses and combine them to use. An ensemble contains a number of learners which are 

usually called base learners. The generalization ability of an ensemble is usually much 

stronger than that of base learners. Actually, ensemble learning is appealing because that it is 

able to boost weak learners which are slightly better than random guess to strong learners 

which can make very accurate predictions. So, “base learners” are also referred as “weak 

learners”. Base learners are usually generated from training data by a base learning algorithm 

which can be decision tree, neural network or other kinds of machine learning algorithms. 

Most ensemble methods use a single base learning algorithm to produce homogeneous base 

learners, but there are also some methods which use multiple learning algorithms to produce 

heterogeneous learners. In the latter case there is no single base learning algorithm and thus, 

some people prefer calling the learners individual learners or component learners to “base 

learners”, while the names “individual learners” and “component learners” can also be used 

for homogeneous base learners. 

 

Constructing Ensembles 

 

Typically, an ensemble is constructed in two steps. First, a number of base learners are 

produced, which can be generated in a parallel style or in a sequential style where the 

generation of a base learner has influence on the generation of subsequent learners. Then, the 

base learners are combined to use, where among the most popular combination schemes are 

majority voting for classification and weighted averaging for regression. The bias-variance 

decomposition is often used in studying the performance of ensemble methods 

 

Applications 

 

Ensemble learning has already been used in diverse applications such as optical character 

recognition, text categorization, face recognition, computer-aided medical diagnosis, gene 

expression analysis, etc. Actually, ensemble learning can be used wherever machine learning 

techniques can be used. 

 

 

 

 

 

 

 

 

 



Expert Systems 
 

In artificial intelligence, an expert system is a computer system that emulates the decision-

making ability of a human expert.
 
Expert systems are designed to solve complex problems by 

reasoning through bodies of knowledge, represented mainly as if–then rules rather than 

through conventional procedural code. The first expert systems were created in the 1970s and 

then proliferated in the 1980s.  Expert systems were among the first truly successful forms of 

artificial intelligence (AI) software.
 
However, some experts point out that expert systems 

were not part of true artificial intelligence since they lack the ability to learn autonomously 

from external data. 

An expert system is divided into two subsystems: the inference engine and the knowledge 

base. The knowledge base represents facts and rules. The inference engine applies the rules to 

the known facts to deduce new facts. Inference engines can also include explanation and 

debugging abilities.  

Software architecture 

An expert system is an example of a knowledge-based system. Expert systems were the first 

commercial systems to use a knowledge-based architecture. A knowledge-based system is 

essentially composed of two sub-systems: the knowledge base and the inference engine. 

The knowledge base represents facts about the world. In early expert systems such as Mycin 

and Dendral, these facts were represented mainly as flat assertions about variables. In later 

expert systems developed with commercial shells, the knowledge base took on more structure 

and used concepts from object-oriented programming. The world was represented as classes, 

subclasses, and instances and assertions were replaced by values of object instances. The 

rules worked by querying and asserting values of the objects.  

The inference engine is an automated reasoning system that evaluates the current state of the 

knowledge-base, applies relevant rules, and then asserts new knowledge into the knowledge 

base. The inference engine may also include abilities for explanation, so that it can explain to 

a user the chain of reasoning used to arrive at a particular conclusion by tracing back over the 

firing of rules that resulted in the assertion. 

There are mainly two modes for an inference engine: forward chaining and backward 

chaining. The different approaches are dictated by whether the inference engine is being 

driven by the antecedent (left hand side) or the consequent (right hand side) of the rule. In 

forward chaining an antecedent fires and asserts the consequent. For example, consider the 

following rule:  

A simple example of forward chaining would be to assert Man(Socrates) to the system and 

then trigger the inference engine. It would match R1 and assert Mortal(Socrates) into the 

knowledge base.  

Backward chaining is a bit less straight forward. In backward chaining the system looks at 

possible conclusions and works backward to see if they might be true. So if the system was 

trying to determine if Mortal(Socrates) is true it would find R1 and query the knowledge base 



to see if Man(Socrates) is true. One of the early innovations of expert systems shells was to 

integrate inference engines with a user interface. This could be especially powerful with 

backward chaining. If the system needs to know a particular fact but doesn't, then it can 

simply generate an input screen and ask the user if the information is known. So in this 

example, it could use R1 to ask the user if Socrates was a Man and then use that new 

information accordingly.  

Advantages 

The goal of knowledge-based systems is to make the critical information required for the 

system to work explicit rather than implicit. In a traditional computer program the logic is 

embedded in code that can typically only be reviewed by an IT specialist. With an expert 

system the goal was to specify the rules in a format that was intuitive and easily understood, 

reviewed, and even edited by domain experts rather than IT experts. The benefits of this 

explicit knowledge representation were rapid development and ease of maintenance.  

Ease of maintenance is the most obvious benefit. This was achieved in two ways. First, by 

removing the need to write conventional code, many of the normal problems that can be 

caused by even small changes to a system could be avoided with expert systems. Essentially, 

the logical flow of the program (at least at the highest level) was simply a given for the 

system, simply invoke the inference engine. This also was a reason for the second benefit: 

rapid prototyping. With an expert system shell it was possible to enter a few rules and have a 

prototype developed in days rather than the months or year typically associated with complex 

IT projects.  

 

 

 


